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Fig. 3. Per-PU interference tweet: map of the sum-belief �

x

[t] per grid point x. (a) t = 100; (b) t = 1000; (c) t = 6000.
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Fig. 4. System-wide interference notification: map of the sum-belief �

x

[t] per grid point x. (a) t = 100; (b) t = 1000; (c) t = 6000.

TABLE I
CASE (c1): AVERAGE EXOGENOUS RATES [BIT/S/HZ] FOR DIFFERENT

DIMENSIONS OF THE GRID POINT (GP) [METER].

GP ā

1
1 ā

1
2 ā

1
3 ā

1
4 ā

1
7 ā

1
8

P
i

ā

1
i

3 0.181 0.138 0.181 0.190 0.289 0.281 1.541

5 0.161 0.130 0.157 0.173 0.304 0.301 1.507

7 0.169 0.137 0.150 0.182 0.299 0.272 1.470

9 0.157 0.150 0.136 0.174 0.298 0.263 1.459

15 0.151 0.149 0.139 0.153 0.250 0.190 1.309

TABLE II
CASE (c2): AVERAGE EXOGENOUS RATES [BIT/S/HZ] FOR DIFFERENT

DIMENSIONS OF THE GRID POINT (GP) [METER].

GP ā

1
1 ā

1
2 ā

1
3 ā

1
4 ā

1
7 ā

1
8

P
i

ā

1
i

3 0.174 0.127 0.154 0.182 0.314 0.324 1.275

5 0.176 0.157 0.163 0.186 0.296 0.273 1.248

7 0.161 0.168 0.167 0.180 0.284 0.243 1.204

9 0.167 0.148 0.175 0.177 0.313 0.260 1.240

15 0.159 0.143 0.182 0.169 0.265 0.268 1.187

The numerical results reveal that the two beliefs �

(1)

x

[t|t] and
�

(2)

x

[t|t] are (approximately) the same for all x, thus indicating
that just an upper bound on Q is sufficient to carry out the
receiver localization task.

Resolution of the grid G clearly affects the receiver localiza-
tion accuracy; at the expense of an higher computational bur-
den, finer grids allow the SU system to pinpoint the receivers’

TABLE III
CASES (s1) AND (s2): AVERAGE EXOGENOUS RATES [BIT/S/HZ].

ā

1
1 ā

1
2 ā

1
3 ā

1
4 ā

1
7 ā

1
8

P
i

ā

1
i

s1 0.128 0.077 0.059 0.139 0.256 0.066 0.725

s2 0.184 0.163 0.206 0.203 0.317 0.469 1.542

locations with higher accuracy [11]. This, is turn, influences
also the RA performance, as verified by Table I. Specifically,
Table I reports the running average rates ā

1

i

:= (1/t)

P

⌧

a

1

i

[⌧ ],
8 i 2 N

S

at time t = 5 ⇥ 10

3, along with the overall rate
ā

1

:=

P

i2NS
ā

1

i

. A per-PU interference notification strategy
is implemented. It can be seen that the total rate ā

1 increases
as the grid becomes more dense. Users U

7

and U

8

achieve
higher traffic rates, since they are just two hops away from
the destination; this can be observed also in Table III, where
the same results are reported for benchmark s2. Remarkably,
when each grid point covers a 3⇥3 m area, the gap between the
overall exogenous rates obtained with the proposed scheme,
and the one with perfect CSI and PSI is of just 0.001 bit/s/Hz.
Further, thanks to the receiver maps, U

8

can achieve high
data rates (compared to the other SU sources) even though
it is geographically close to the PU system. On the other
hand, U

8

achieves an average rate one order of magnitude
smaller by using the RA scheme s1, as shown in Table III.
The average exogenous rates achieved when tweets i[t] are
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Fig. 5. Average interference rate with communication outages.

exchanged between the systems are reported in Table II. Again,
SUs attain higher rates by using a fine-grained discretization
of the PU coverage region. Strategy (c2) leads to moderately
worse performance of the SU system, and the gap with the
overall rates achieved using per-PU receiver tweets i

(q)

[t] is
on the same order in all the cases tested.

Next, the case where the secondary system does not cor-
rectly decode all the interference tweets is tested. Suppose that
the sink node U

12

acts as an NC for the secondary system,
and assume that strategy (c2) is employed. The probability of
outage on the communication link between the PU transmitter
and SU U

12

is set to P

MD

= 0.087, which corresponds
to the probability that the instantaneous SINR at U

12

stays
below a given threshold [20]. Further, assume that each grid
point covers an area of 8 ⇥ 8 m. The trajectory of the
cumulative moving average of the interference is shown Fig. 5.
Specifically, the cumulative moving average of both the actual
interference and the interference tweets received are plotted.
As expected, for t > 6000 the rate of correctly received
tweets floors at a level slightly lower than i

max. Indeed, the
actual interference rate levels off at i

max, thus protecting the
PU system from excessive interference despite communication
errors.

VI. CONCLUDING REMARKS

Dynamic cross-layer resource allocation and user local-
ization algorithms for an underlay multi-hop cognitive radio
network were designed. A robust recursive Bayesian approach
was developed to estimate (and track) the unknown location
of the PU receivers. The inputs of the estimator were the (past
and current) power transmitted by the secondary system, and
a binary interference notification (tweet) broadcasted by the
primary system. The schemes were found robust to errors on
the observations and accounted for PU mobility. The estimated
maps and the remaining CSI serve as input of a cross-layer
optimization. In particular, the resource allocation schemes
were obtained as the solution of a constrained network-utility
maximization that optimized performance of the secondary
network and accounted for the distinctive features of the
cognitive setup, including a constraint that limited the long-
term probability of interfering the primary receivers. The op-

timal solution dictated how to adapt the resources at different
layers as a function of the perfect CSI of the SU-to-SU
links and the uncertain CSI of the SU-to-PU links. Numerical
results validated the novel approach and confirmed that such
a minimal feedback suffices to accurately estimate (and track)
the location of PU receivers.

APPENDIX: PROOF OF PROPOSITIONS 3 AND 4

Rearranging the terms of L(Y,d

⇤
) and isolating those

dependent on {rk

m,n

[t]}, {w
m,n

[t]}, and {p
m,n

[t]}, we
have that

g,s

[

P

(m,n)2E [

P

k

r

k

n,m

�

k⇤
m,n

� ⇡

⇤
m

w

m,n

p

m,n

�
✓

⇤
w

m,n

i

m,n

(p

m,n

)]]. Clearly, the latter is separable per-fading
state. Hence, maximizing the Lagrangian amounts to solving,
per fading state, the problem

max

{r

k
m,n,wm,n,pm,n}

X

(m,n)2E

h

X

k

r

k

n,m

�

k⇤
m,n

� ⇡

⇤
m

w

m,n

p

m,n

� ✓

⇤
w

m,n

s[t]

[i

m,n

(p

m,n

)]

i

(40a)

s.to

X

k

r

k

n,m

 w

m,n

C

m,n

(g[t], p

m,n

) ,8 (m, n) 2 E (40b)

X

(m,n)2E

w

m,n

 1, p

m,n

2 [0, p

max

m

], w

m,n

2 [0, 1], (40c)

where the constraints not dualized have been written explicitly.
Consider first solving (40) w.r.t. {rk

m,n

}. Per link (m, n),
and for any given value of w

m,n

and p

m,n

, rates r

k⇤
m,n

� 0

are obtained by maximizing a linear function over a simplex.
Thus, the optimal arguments r

k⇤
m,n

will lie on the boundary
of the constraints. Recall that �

⇤
m,n

= max

k

�

k⇤
m,n

and define
K

m,n

:= {k : �

⇤
m,n

= �

k⇤
m,n

}. Then, it is straightforward
to show that: i) if �

k⇤
m,n

 0, then r

k⇤
m,n

= 0 for all k;
and if �

k⇤
m,n

> 0, then r

k⇤
m,n

= 0 for k /2 K
m,n

and
P

k2Km,n
r

k

n,m

= w

m,n

C

m,n

(g[t], p

m,n

). This is in fact, the
main result in Proposition 4. As a special case, when all
weights �

k⇤
m,n

are different, one has the “winner-takes-all”
solution (21).

After substituting {rk⇤
m,n

} into (40a), one can drop constraint
(40b) and replace

P

k

r

k

n,m

�

k⇤
m,n

with
P

Km,n
r

k

n,m

�

⇤
m,n

and
the latter with w

m,n

C

m,n

(g[t], p

m,n

)�

⇤
m,n

. Hence, the opti-
mum {w⇤

m,n

}, and {p⇤
m,n

} are found by solving

max

{wm,n,pm,n}

X

(m,n)2E

h

w

m,n

C

m,n

(g[t], p

m,n

)�

⇤
m,n

� ⇡

⇤
m

w

m,n

p

m,n

� ✓

⇤
w

m,n

s[t]

[i

m,n

(p

m,n

)]

i

(41a)

s.to

X

(m,n)2E

w

m,n

 1 , p

m,n

2 [0, p

max

m

], w

m,n

2 [0, 1]. (41b)

Recall that the definition of the link-quality
indicator is [cf. (17)] '

m,n

(g[t], p

m,n

) = �

⇤
m,n

C

m,n

(g[t], p

m,n

)�⇡

⇤
m

w

m,n

p

m,n

�✓

⇤
w

m,n

s[t]

[i

m,n

(p

m,n

)].
Then, (41a) can be rewritten as

max

{wm,n,pm,n}

X

(m,n)2E

w

m,n

'

m,n

(g[t], p

m,n

) . (42)

It is then clear that: i) for any value of w

m,n

, the optimal
power can be found separately as p

⇤
m,n

= arg max

pm,n
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'

m,n

(g[t], p

m,n

) s. to p

m,n

2 [0, p

max

m

]; and ii) the
optimal scheduling coefficients are found as w

⇤
m,n

=

arg max{wm,n}
P

(m,n)2Ew

m,n

'

m,n

(g[t], p

⇤
m,n

) s. to w

m,n

2
[0, 1] and

P

(m,n)2E w

m,n

 1. Clearly, this is a lin-
ear program and its solution lies on the boundary of
the constraints. Specifically, w

⇤
m,n

= 0 unless (m, n) =

arg max

m

0
,n

0
'

m

0
,n

0
(g[t], p

⇤
m

0
,n

0). These are precisely the re-
sults in Proposition 3.
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